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What you should know by the end of this talk?

e The European HPC Eco-system & the role of the
European HPC Technology Platform (ETP4HPC)

e Strategic Research Agenda (SRA) — the European
HPC Technology Roadmap

e The European HPC Technology calls and projects

 Prototyping —the European Extreme-Scale
Demonstrators and their Big Data related
characteristics

* How could we collaborate?
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Main message:

EU needs independent access to HPC technologies, systems Bellsl a8 ==gie]5py = gla=

and services Computing
Europe’s place

in a Global Race

Brussels, 15.2.2012
COM(2012) 45 final
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The European HPC Eco-system
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EU consumes 33% of But supplies less
global HPC resources than 5% of them
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Collaboration of HPC Supercumputer Centres and Identify applications for co-design of exascale systems.
application CoEs. Innovative methods and algorithms for extreme parallelism
Provision of HPC capabilities and experties. of traditional/emerging applications.
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Strategic Research Agenda

<A HPC SYSTEM SYSTEM SOFTWARE AND PROGRAMMING MATHEMATICS &
S ARCHITECTURE MANAGEMENT ENVIRONMENT ALGORITHMS FOR
Resea?ch Including: Support for EXTREME SCALE HPC
Agenda extreme parallelism SYSTEMS

2015 Update
— NEW —

uration an¢

208

2016

2017-2020

IMPROVE SYSTEM
AND ENVIRONMENT
CHARACTERISTICS

Including: Energy
efficiency, System

HPC STACK
ELEMENTS

HPC SERVICES
INCLUDING: ISV support,
End-user support

HPC USAGE EXTREME SCALE

- SME FOCUS EXPANSION REQUIREMENTS resilience
" EDUCATION AND BALANCE COMPUTE
TRAINING SUBSYSTEM, 1/0
AND STORAGE
- PERFORMANCE

DEPLOYMENTS

NEW HPC

HPC USAGE MODELS
Including: Big data, HPC in clouds
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HPC — HORIZON 2020 ROADMAP
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The EU HPC Technology Landscape
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Memory & Storage, Data-Intensive FETHPC project sample topics
— Develop a new server architecture using next generation
interconnection, and memory advances
* Integration of NVRAM technologies in the I/0 stack
* Fast, distributed in-node non-volatile memory Storage
o /..
— Develop the systemware to support new architectures use at the
Exascale

Data Centric Computing System based on object-storage

LR

— Model different 1/O workloads and use this understanding in a co-
design process
* Very Tightly Coupled Data & Computation
* APl for massive data ingest and extreme 1/O
* Extreme data management and analysis
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The European HPC Eco-system and its technology pillar are
now being supported by a 700 million Euro investment
programme by the European Commission. The details of
the development of European HPC Technology are available

We have issued a Fur {PC Techno
detailing the scope of the European HPC Technology

Projects.

* * .
»* -

2 HPARRC

4th BDEC Closed Workshop - 16-17 June 2016 - Frankfurt o * *



How to involve the broad Big Data community in the
SRA process?

We need feedback on the SRA from international
experts — we have a Public Call for Comments open

We need your help in defining the EsD system
requirements



