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• ETP4HPC Objectives & the European HPC Eco-system

• ETP4HPC Strategic Research Agenda (SRA1) and its 

update (SRA 2)

• Contractual Public-Private Partnership for HPC and 

European Extreme Data and Computing Initiative 

(EXDCI)

• ET4HPC Organisation, Working Groups and 

Membership

This talk will include:By the end of this talk you should know:
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Public-Private Partnership with ETP4HPC 
(1st January 2014)

Key EU developments 
HPC

Communication from the EC 
"High-Performance Computing: 
Europe's place in a global race" (2012)

Council Conclusions on High-Performance 
Computing (Competitiveness Council –
2013)

Establishment of the European Technology 
Platform on High-Performance Computing 
(ETP4HPC - 2012) and Strategic Research 
Agenda on HPC (2013)

Horizon 2020 programme including 
HPC Calls adopted (end of 2013)

€97,400,000



Excellence in HPC 
applications
(Centres of Excellence)

FET/HPC: EU development 
of Exascale technologies

Access to best HPC for 
industry and academia 
(PRACE)

Interrelation between
the three elements

• specifications of exascale
prototypes 

• technological options for 
future systems

• Collaboration of HPC Centres 
and application CoEs

• provision of HPC capabilities 
and expertise 

• identify applications for co-
design of exascale systems

• Innovative methods and 
algorithms for extreme 
parallelism of 
traditional/emerging 
applications

"Excellent Science" 
part of H2020

Scope of the PPP
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• Leadership in HPC required

– vision of the technologies evolution

– expertise in future technologies

• Large opportunities

– extreme parallelism, energy efficiency

– co-designed

Why the technology pillar ?
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The Objective of ETP4HPC

To build a European world-class 

HPC technology value chain that is 

globally competitive
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• cPPP implementation

– FET HPC call : 83 submissions for R&D research projects and 19 selected 
projects

– eInfra 5 CoE call : 23 proposals for Center of Excellence and 8 CoEs selected

• Inputs for Work Programme 2016-2017

– Very active working group

• Preparation of a support action European eXtreme Data and 
Computing Initiative

– Key element for the animation of HPC ecosystem in Europe

• Development of our relationship

– Other organizations : Big Data Value, SKA,…

– International contacts

Main activities
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• Strengthening our ecosystem

– More members with opening ETP4HPC to advanced users

– EXCDI start

• Start of the projects

– Coordination and  development of a global vision

• Centers of Excellence

– Cooperation in cPPP and co-design

• Update of the Strategic Research Agenda

• Election of a new Steering Board

– General Assembly in September 2015 

Our actions in 2015
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Strategic Research Agenda (SRA)

• Purpose: R&D roadmap to develop HPC 

technology in Europe within Horizon 2020 

www.etp4hpc.eu
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2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

l l l l l l l l ll

WP 14/15 

WP 16/17

100M

100M

WP 18/19 180M

WP 20/21
120M

HPC-Horizon 2020 roadmap

SRA1 - update

SRA 2.0

SRA 2.0 update

start of call

start of projects end of projects

CSA 14/15: EXDCI
9/2015 2/2018

CSA 16/17: EXDCI
3/2018 8/2020

Extreme scale Demonstrators

EsD

2

EsD

1

EsD

4
EsD 3-4 projects

EsD

3

EsD 1-2 projects
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WP 2016/17
(project execution)

WP 2014/15
(project execution)

4Q 2016

..

3Q 2015

4Q 2016

Extreme scale Demonstrators call-integration-deployment schedule

EsD

2

EsD 1-2 projects

1Q 2018

EsD

1

2Q 2018

EsD integration 

1Q 2020 EsD deployment 2Q 2022

EsD

4

EsD 3-4 projects

1Q 2019

EsD

3

2Q 2019

EsD integration 

1Q 2021 EsD deployment 2Q 2023

EsD call

EsD call
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Workprogramme 2016/2017 status

• ETP4HPCs proposal (version from Febr. 9th ) sent to EC on Febr. 11th

• No further modifications expected 

• EC generates its own version based on ETP4HPCs proposal:

• FETHPC1: HPC Co-design of HPC systems and applications

• FETHPC 2: Transition to Exascale Computing

• High productivity programming environments for Exascale

• Exascale system software and management

• Exascale I/O and storage in the presence of multiple tiers of storage 

• Supercomputing for Extreme Data and emerging HPC modes 

• Mathematics and algorithms for extreme scale HPC systems and applications working with extreme data

• FETHPC 3: HPC ecosystem development and international collaboration (CSA)

• Next step: review and approval by EU member states 

• Expected call start November 2015
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SRA – update: the starting point

• We committed to provide a “fresh SRA” every 2 years, prior to the start of a new call

• Next target date is October 31st 2015

• This cycle we need to provide a “delta update” on top of SRA 1 (only)

• For 2017, it will be a full document update including the general parts

• Technical focus areas: 

• HPC System Architecture and Components

• Energy and Resiliency

• Programming Environment

• System Software and Management

• Balance Compute, I/O and Storage Performance

• Big Data and HPC usage Models

• NEW :Mathematics and algorithms for extreme scale HPC systems

• NEW: Extreme scale Demonstrators

Every member is invited to contribute by providing deep technical expertise, time and resources! 
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SRA – update : mapping technical focus areas  

SRA 1

• HPC System Architecture and Components

• Energy and Resiliency

• Programming Environment

• System Software and Management

• Balance Compute, I/O and Storage Perf.

• Big Data and HPC usage Models

SRA 1-update for 4Q 2015 :
FETHPC1: 

• HPC – Co-design of HPC systems and applications

FETHPC2: 

• High Productivity programming environments for Exascale

• Exascale system software and management

• Exascale I/O and storage in the presence of multiple tiers of storage 

• Supercomputing for Extreme Data and emerging HPC modes 

• Mathematics and algorithms for extreme scale HPC systems and

applications working with extreme data

Beyond 2017:

• Scoping of Extreme Scale Demonstrators

Added to ETP4HPC scope:  

New: 
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SRA – update : the actions in 2015

• 25.2.2015 Kickoff-meeting session (IBM Research 

Rueschlikon)

• March 2015 Start workgroups 

• May 2015 Levelset with EESI, BDV …..(f2f worksession)

• 22.6.2015 User / ISV session (Teratec Forum, Paris)

• July 2015 First rough draft

• Sept. 2015 Second version, f2f meeting SRA technical leads

• Oct. 2015 Reviews, conf. calls

• Oct. 31st 2015 Send out final version   
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Partnership for European leardership in HPC

cPPP
Contractual Public-Private Partnership

700 M€ committed by EC

to implement application and 

technology development



23 ISC15 BOF – ETP4HPC

HPC cPPP at a Glance

Contract between EC 

and ETP4HPC

Main Objective: HPC Technologies 

Development

700M Euro in H2020
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HPC cPPP – Building a European HPC Ecosystem

HPC Research 

Infrastructure

European 

Economy

European HPC Eco-system

The strength of the 

European HPC Supply 

Chain (Technologies and 

Applications)

Tools for industrial 

simulation and prototyping

Tools for addressing the 

Grand Challenges

European 

Science

European 

Society

HPC 

Technology 

Supply Chain

HPC 

Applications
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• 4 meetings

– One informal in Paris April 3rd 2014

– Three ones in Brussels on June 13th, November 12th 2014 and 

• Main topics covered

– Organization of the Partnership Board

– KPIs

– Work programme 2016-2017

– International cooperation

– Communication

– Work groups inputs : Education and Training, Intellectual 
Property Rights

cPPP Partnership Board meetings
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• KPIs

– Industrial competitiveness and economical impacts

• Global share of European HPC, HPC investments, Jobs, SMEs

– Operation of the programme

• Quality of projects, Contribution to new HPC solutions, People, HPC 
use, Software ecosystem

– Management of the programme

• Openness of the programme, dissemination

• Monitoring

– Annual cPPP report

– Collection of data with a survey

KPIs and monitoring
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• Objective: Coordination of HPC Strategy

• A Coordination and Support Action –

budget – 4M together with Part B

• Bid sumbitted by PRACE (leader) and 

ETP4HPC – with a number of 

subcontacting agreements (e.g. the 

expertise of EESI)

EXDCI
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EXDCI - Structure

ETP4HPC (Michael MALMS)

PRACE (Stéphane REQUENA)

(Scientific Coordinator François BODIN)

PRACE (Alison Kennedy)

PRACE (Sergi GIRONA)

ETP4HPC (Jean-Philippe NOMINE)

BSC (Renata GIMENEZ)
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• Incorporated as a Dutch association

• Open membership for organisations having R&D based in Europe

• Managed by a Steering board with 15 members representing:

– Research centres (5)

– European SMEs (3)

– European controlled corporations (5)

– International companies with R&D in Europe (2)

• Steering Board organization

– Chairman

– 2 Vice chairmen for PRACE coordination and HPC development

– Secretary-Administrator, Treasurer

• Virtual office

– BSC, CEA, Cineca+Eurotech, IBM

How do we work?
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• FETHPC2 – HPC Strategy Coordination

• Education and Training 

• Monitoring and KPIs

• Exploitation and IPR

• Centres of Excellence 

• SME

• Co-desing and Prototyping

• Ecosystem

ETP4HPC Working Groups
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THANK YOU!

For more information visit

www.etp4hpc.eu

contact: office@etp4hpc.eu
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