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• Huge system 
– 34 interconnected  

countries in Europe 

– 530 M inhabitants 

– 300,000 km network 

– 880 GW production 

–  3,200 TWh consumed (with more than 10% exchanged) 

• Complex optimization and control problem 
– More and more data available 

– Complex models and interactions 

• Big stakes 
– In the US, 67% of the electricity is wasted in production, transport and 

distribution 

HPC in the loop : smart grid 



3 Teratec Forum   July  1st, 2014 

• New algorithms 
– Time constraint optimization 

– Data integration 

• New architectures 
– Integration of data streams 

– Connection to real time control system 

• New system software 
– Time control 

– Interaction with operator 

• Application to other fields : fire, flooding … 
management, smart cities… 

 

 

HPC technologies for system control 
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The Current Situation: 

Only 1% of SW are capable to exploit 10 000 
processors 

It takes 5 to 10 years in average to rewrite an 
application 

50% of IT managers said that their 
applications scaled at a maximum of 120 
cores (2011 survey, Addison Snell) 

 

 The two-fold Challenge: 

1. Keep the early adopters on path  
(capture the full benefits of the performance from 
thousands of processors to millions of cores)  
 

2. Bring all the others in the game  

EXAFLOP:  Number of cores increases exponentially  

Meeting the Application challenges with parallelism 
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New methods : chemistry example 
• Scientific problem 

– Prediction of chemical properties 

• Drug design, electronics industry, 
material, biochemistry… 

• Standard methods 

– Density Functional Theory, post Hartree-Fock 

– Solving the Partial Differential Equation for the unkown wave function 

– Introduction of approximation to reduce dimension problem 

– CPU intensive with communication 

• New approach 

– Quantum Monte Carlo stochastic method 

– Exploration of configuration space using Markov chain to visit only the most 
probable states 

– Still some investigation at theoretical level 

– Able to use parallelism, non blocking communication 

– Resilient system 
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• HPC power trends over 20 years 

– Performance : #1 x by 560,000 
54 times more than Moore Laws 

– Power : 18 MW 
110 times the power 

 

• Silicon process 

– Power density increase 

– Low frequency can reduce power 
but increase the concurrency 

The power challenges 
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• Over a short period PUE from 1.7 to 1.1 

• Power monitoring 
– Getting the understanding of performance and energy 

consumption 

• Power management at hardware level 
– Dark silicon 

– Optimal settings 

• Optimization at HPC system level 
– Workload control and optimization 

• APIs between application level information 
and system level features 

 

 

Energy efficiency R&D 
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Strategic Research Agenda:  
 a multi-dimensional vision 

www.etp4hpc.eu 
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What action in Europe ? 
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European policy vision 

February 2012 

May 2013 
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Interrelation between three elements 

 
Excellence in HPC 
applications 
(Centres of Excellence) 
 
Excellent Science 
    e-infrastructures 
 
 

 
 
EU development of Exascale 
technologies 
 

FET/HPC  

 
 
Access to best HPC for 
industry and academia 
(PRACE) 
 
Excellent Science 
    e-infrastructures 

• specifications of exascale 
prototypes  

• technological options for 
future systems 

• Collaboration of HPC 
Supercomputing Centres and 
application CoEs 

• provision of HPC capabilities 
and expertise  

• Users identification  of 
computational needs 

 

• identify applications for co-
design of exascale systems 

• Innovative methods and 
algorithms for extreme 
parallelism of 
traditional/emerging 
applications 
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PRACE  the European HPC Research Infrastructure  

 Enabling world-class science 
through large scale simulations 
 

 Providing HPC services on leading 
edge capability systems 

 
 Operating as a single entity to give 

access to world-class 
supercomputers 
 

 Attract, train and retain 
competences 
 

 Lead the integration of a highly 
effective HPC ecosystem 
 

 Offering its resources through a 
single and fair pan-European peer 
review process to academia and 
industry 
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Partnership for European leardership in HPC 

cPPP 
Contractual Public-Private Partnership 
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• Mutual commitments 

– EC : continuous support of HPC in Horizon 2020 : 700 M€ 

– HPC community : R&D investment matching EC effort + 
industrial development 

 

• Coordination of the action 

– Advices from stakeholders to EC 

– Management of the work programmes by the EC 

– Preparation of roadmaps proposing the vision 

– Common monitoring of Key Progress Indicators 

 

cPPP in a nutshell 
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Budget : 93.4 M€ 
Deadline : 25/11/2014 
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HPC cPPP – Building a European HPC Ecosystem 

HPC Research 
Infrastructure

European 
Economy

European HPC Eco-system

The strength of the 
European HPC Supply 
Chain (Technologies and 

Applications)

Tools for industrial 
simulation and prototyping

Tools for addressing the 
Grand Challenges

European 
Science

European 

Society

HPC 
Technology 

Supply Chain

HPC 
Applications
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